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Artificial intelligence, or Al, is used for many things, such as deciding what ads we see on the internet
and predicting the weather. In a multiracial country like America, racial discrimination has become an
important issue concerning a particular Al-powered solution: facial recognition software, WhiCi’l identifies
individual faces. This is the technology that lets you unlock your smartphone with your camera.

A201% studj showed that common facial recognition software in America misidentified people of Asian
and African descent more often than Caucasians. Other research has shown that many facial recognition
solutions make mistakes identifying ethnic minorities and women more often than White men. One impact
is that if police use facial recognition software to identify a suspect in security camera footage, they are more
likely to get a false match and arrest and accuse the wrong person if they are an ethnic minority or woman.

Why does this bias happen? Most likely, images provided to train Al show a greater share of White
men. Likewise, one study found that software from China is better at identifying Asian faces, perhaps
because the designers are Asian.

These findings have made some American tech companies hesitant to sell their facial recogmtion
products to buyers such as police departments. In 2019, San Francisco became the first American city to
ban the use of facial recognition by local agencies. The following year, the state of Washington passed a law
that allows local governments to use facial recognition, but with restrictions. At the time, many states did
not have any laws regulating the technology at all. Meanwhile, the rise of the Black Lives Matter movement
has brought further attention to the issue of discrimination caused by facial recognition technology.

On the other side of the debate are police departments, who argue that they need unhindered access
to facial recognition technology so that they can do their job of protecting the public by quickly identifying
suspects and deceased persons, even if the technology is still not perfect.

HiJ% : Alexander Farrvell, America Today’ Culture, Society and History, SHOHAKUSHA, 2022, p.55,



2024 4 FE B IR K VR A AR 2 R
/Nam3Cl RERERRE (2/3)
| 20234 11 H 22 H

X BEEHEREOREDMICEAT S & ZBEF E &

MBAAKRS SRSV E
T

Bil. D (1) ~ (5) 22T, AXONEIZH L TAARETEL S,

(1) 2019 FDHAMECTRENED &iF, FOLIRTI LT, (10.5)

(2) HEXWHILY AT OME»CRRELBEETIHDICERRY 7 M ERALESE. FOL 5 2RER
BYETH. (15 &)

(3) 728, LB (2) 0L RRANEIND EEXOATTH, (10 4)

(4) 2020 Ty PURIZEDE D REREEEITE Ltk (10 &)

(5) BRIFSERLEIFT~OHIRBORVFHBRLER L EBT 5 RITTTTD, (15 5)

P2 BXTE, 7 AU DB B ERREROBEA SV TR A THETH, AL BN TS D
EPSME, EDX BRSNS L EVET S, BESBAEANT, HRIEOERE 260 F55 300 DR
AFECHIEE =, (40 K)



.;

2024 FERFHEERFBE R 2T AR ER 2R
NGRSC) RIREAAE (3/3) |
. 2023 4£ 11 A 22 H

X BENREREOTENRICEATLZ & EBRES K &
MEREITS SR AN &

WIME2  ROICEE i, BINZE 2 E 0,

KEERPFEICR DD ZEFLEOER~, FI-2REOHEEEESZEL TS,

KEMISH AL, BE2EL, 7Y oA FIONTHLEREAREZELHEIT TV S, FEMTOEER
REDREY EFEEo 1512 EDThid, () TREILEELE, BE LE0IRERSEET U7 F, *E
R AR EETET LT, TUSPNEERE ., KEEMTOEETT ) 03| &4V S5,

BHTEBOBRI L, FEAFE 88 7 EKERI— 0y HINCRRL LS LBAOBABRER Y
e@%%%CO&éﬁ%&@ﬁ%%my:niﬁmmﬁ@<\%ﬁ%%@@ﬁﬂtk#«% LSV,
(LT IR DR L BEET B,

2028 fE 8 RICEM AN () OBBRAEICLER- TN, FEATOBHALED 5 1% 5055 ¥
T, EALLDNELOEESR 1 ¥ 2 2700 MET%E. AERMICHRTIE TRk, 7 T, SHko
Sh. 2Z2EFPERMITR A% E EE D, EEERO -7V ZPETARSEY, 9 A PHTHIEL 1 Fm
TT0 M, BTEFY L BT T%EY,

FEA~OKEDIHHEEL 2022 £C 871 M, K0 282 5D 3BEKOGLER, EHNOKEFELSEE/
THRMT, EERHERE RS, .

SREBERHRIS TR, £E - ERTEORELVELND, Biil, 847 0HHETHITEOEEICS
DHEERE D RO EEE) 2EE T, () TRLEIEEZIAERNTTALENE L, A% 5
DEEEZBASH L LIERE-TH BTN (BHEAER),

H : AARRETMETLE. 20238 98 25 B THEESAEY HEET7TIT7THCEBHERIED | Lok,
—EE (HEEET)

R1. (H) FRPEBEFN2023ES AICEML-HETH 2,
D (B) CAIEELEZ, 20LHNTEEZRE Y,
@ HEEFRIOHERZEIERLE-FHAOHEEREES, 30 FUATHEALAR I,

f52. Kxfﬁmanfwé &&1%;umrxﬂbﬁéw

3. (B) ~OHFEL LT, XBCZRENZZLDENT, FOLIRIENELZLNS), BEE
BE, BT - SIpE0xENS, hhhOEL B2 E N,




